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DEPARTMENT OF COMPUTERS

Academic Year - 2024-2025
B.Se. (Data Science) with Mathematics Combi
CBCS PATTERN IN SEMESTER S\‘S'I'ICM-ZOZU—ZHZI

CIENCE

nation

- —
T — ”‘f_—f Practical
lind YEAR SEMESTER -1y Semester end Conlinuous
exams internal TOTAL | 2hrs
evaluation
— I -
Code | Course title Course HNPW | Credits | Durat | Marks Exam Marks
(ype fon in duration
L brs
50
Data DSC-3C | 4T43P | 4+1=5 (2% |70 s |30 100
Engineering
with Python
Mini Project | SEC-11 |21 2 1% |35 ISMIN | 15 50 -
(SEC-11)
IInd YEAR SEMESTER -1V Semester end | Continuous Practical
exams internal
evaluation TOTAL | 2hrs
Code | Course title Course HPW | Credits | Durat | Marks Exam Marks
type tanin duration
hrs
Machine DSC-3C | 4TH3P | 4+1=5 (2% |70 25MIN 30 100 <0
Learning
Mini Project SEC-IV (2T 2 12 |35 ISMIN 15 50 R
(SEC - 1V)
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HINDI MAHAVIDYALAYA, NALLAKUNTA, Hybt
(/\ll'l'()N()l\I()Uh). o <CIENCE
DEPARTMENT OF COMPUTER SCIENCE
Academic Year — 2024-2025 .
B.Se. (Data Scienee) with Mathematics Combination

CBCS PATTERN IN SEMESTER SYSTEM-2020-2021

ird ypam oo . ) Practical
Hird VEAR SEMESTER v Semester end | Continuous
exams internal TOTAL | 2hrs
evaluation
M—R‘ et
Code | Course title Course HPW | Credits | Durat | Marks | Exam Marks
type fonin duration
’ hrs
P 50
, 0 5
A. Natural DSC-3C AT+3P | 441=5 |2% |70 25MIN 30 10
Languagc
Pracessing
B. Nn SQL Da[a
Bases
Data GE 41 4 2% |10 25MIN | 30 100 -
Structures and
Algorithms
HIrd YEAR SEMESTER -VI Semester end Continuous Practical
exams internal
evaluation TOTAL | 2hrs
Code | Course title Course HPW | Credits | Durat | Marks | Exam Marks
ionin el
type ke duration
A. Big Data DSC-3C [ 4TH3P | 4+1=5 |2% |70 25MIN 30 100 50
B. Decp
Learning
Major Project | Project 4T 4 - 60 ISMIN 15 100 J 25

___———-—-——.__l,
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CERTIFICATION COURSES

Scu_umr_“Tlu-ornyraclicnl Paper Title Instruction [‘Continuous | Total Credits
Irs/Week | Evaluation Marks
JA and
Assign.
L 50 -
! Certification Course | Foundations of Data Science 2 1:15+ E:35 g
. Cenification Course | Data Mining Specialization 2 1:15 + E:35 50 -
111 Certification Course | Analytics with Excel 3 15T E35 B -
I\Y Certification Course | Dala Science With R 2 I:15 + E:35 30 i
v Certification Course | Data Science with Machine 2 1:15+ E:35 50 -
Leaming
VI Certification Course | Data Engineering 2 1115 + E=35 50 -

I: Internal exam  E: External exam

SEMESTER WISE ADDON COURSES

Semester -1
Foundations of Data Science (40 lirs)
Objective: To acquaint the participants with basics of Data Science
® Introduction to dala science concepls
® impacl of dala
* data applications and work(low
= career and data professional

= course projecl

Semester — 11
(40 hrs)
Objective: To acquaint the participants with data mining concept.

Data Mining Specialization

= [ata Visualization

e Text Retrieval and Search Engines
s Text Mining and Analytics

= Pauem Discovery in Data Mining
= Cluster Analysis in Data Mining

» Data Mining Project
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Semester — 1

Analyties with Excel (40 hirs)

ici : : ands an experinee t
Objective: To acquaint the participants, giving an understanding and hands on expen

Introduction 10 Data Analytics
Exeel Basies for Data Analysis
Data Visualization and Dashboards with Excel and Cognos

Assessment for Data Analysis and Visualization Foundations
course project

Semester — v

Data Science with R (40 hirs)

o use excel.

Jective: i ici . i mming.
Objective: To acquaint the participants with understanding and hands on experince on R Progra s

Introduction 10 R Programming for Data Science
SQL for Data Science with R

Dala Analysis with R

Data Visualization with R

Data Science with R - Project

Semester -V

Data Science with Machine Learning (40 hrs)

Objective: To acquaint the participants providing Al concept using data.

Data Analysis with Python

Working with different types of Datasets
DIY Datasets with Web Scraping
Dashboards with powerBI

Building ML Models from Scratch
NLP with NLTK

Neural Networks with TensorFlow
Working with Iimages with OpenCV
Projects

Semester — VI

Data Engineering (40 hrs)

Objective: To acquaint the participants providing advanced content of R .

R programming
Probability, inference, and modeling

Tidyverse, including data visualization with ggplo12 and data wrangling with dplyr

Unix/Linux, git and GitHub, and RStudio

Implement machine learning algorithms.

Fundamental data science concepts with real-world case studies
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HINDI MAHAVIDY ALAYA. NALLAKUNTA, IYDERA

(AUTONOMOUS) .
B.Sc. (Data Science) = I YEAR SEMESTER-1

Paper-1: Prablem Solving and Python Programming

UPW. 4142p Marks — 70 + 30

Credits -4
Objectives
The main objective is to teach Computational thinking using Python.
* To know the basies of Programming
. 115\ convert an algorithm into a Python program
. ~ < A y A

Tn construet Python programs with control structures.
0 O Structure a Python Program as a set of functions

N ‘ S
i 1{\ use Python data structures-lists, tuples. dictionaries.
odo Inputoutput with files in Python.

* To construct Python programs as a set of objects.

Outcomes:

On completion of the course, studenls will be able to:

- Develop al gorithmic solutions to simple computational problems.

- Develop and execute simple Python programs.

- Develop simple Python programs for solving problems.

- Structure a Python program into functions.

- Represent compound data using Python lists, tuples, and dictionaries.
- Read and write data from/to files in Python Programs

o da 1D -

=]

Unit-1
Introduction 1o Com

Computational Prob
Introduction

puting and Problem Solving: Fundamentals of Computing — Computing Devices — ]demnﬁca'tlon of
lems — Pseudo Code and Flowcharts — Instructions — Algorithms — Building Blost of Algpn(lm!s.

10 Python Programming: Python Interpreter and Interactive Mode— Variables and 1dentifiers — An.thmcllc
Operators — Values and Types — Statements, Reading Input, Print Qutput, Type Conversions, The type() Fupcuon and ls‘ .
Operator, Dynamic and Strongly Typed Ianguage. Control Flow Statements: The if, the if...clse, the if...elif...else Decision
Control Statements, Nested if Statement, The while Loop, the for Loop, The continue and break Statements.

Unit-I1

Functions: Built-In Functions, Commonly Used Modules, Function Definition and Calling the Function, The retum
Statement and void Function, Scope and Lifetime of Variables, Default Parameters, Keyword Arguments, *args and
**kwargs, Command Line Arguments. Strings: Creating and Storing Strings, Basic String Operations, Accessing Characters
in String by Index Number, String Slicing and Joining, String Methods, Formatting Strings.

Unit-111

Lists: list operations, list slices, list methods, list loop, mutability, aliasing, cloning lists, list parameters; Tuples: wple
assignment, tuple as retum value; Dictionaries: operations and methods; advanced list processing - list comprehension:
Illustrative programs: selection sort. insertion sort, merge sort, histogram. Files and exception: text files, reading and writing
files, format operator; command line arguments, errors and exceptions, handling exceptions, modules, packages; Hlustrative
programs: word count, copy file.
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Unit-1y’
()bjccl-()ricmcd P

“ts 1 Python, The

“reating Objects n Py
on, Creating 0P
('onslrucmr Meth¢

ance The
hentance |

. e P\'lh . _1p\u|‘““\n, lﬂ

. o v Classes in Py utes. Ines

rogramming: Classes and Objects. Creating Attrib

. . versus Data
: _— ibutes very b LA hensions
. Classes with Multiple Objects, Class '\"(r. perators. List Comprehens
; ‘ ) : - o, Le
l’Olymorphism. I'unctional Programming: Lambda. Iteratc

Rcfcrencc\:
l. lnlroducliun P
2. Allen B. Downe
Shroft/oy Re

hl V)
Taylor & Francis Group, 201

"RC Press, ~d for }\) thon 3,
. 5. Veena A, C RC Pre tion. UN‘"‘d
ython Programming. Gowrishankar S.. Veena / 2nd editio

fentist’".
Thinl 1:loa uter Scientis
Y. Think Python: [ow to Think like a ?O(v:;\ink- python’)
illy Publishers. 2016 (hup://greenteapress.com/wp

. . ol
Suggesieq Reading: spyright © 201
T.caming To Program with Python. Richard L. Halterman. Copy

:. 2016
“harles R. Severance. 2
~ ¥ . Dr. Charles R. §
2. Python for Everybody, Exploring Data Using Python 3
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HINDI MAIAVIDYALAYA, NALLAKUNTA, IYDERABAD
(AUTONOMOUS)

B.Sc. (Data Science) - 1 VEAR SEMESTER- 1

Practical-1: Problem Salving and Python Programming (Lab)

HrPw. 2p Credits- | Marks - 50
Objective
he thi ki ‘ c will be ex
m,:, mlm" objective of this laboratory is to put into practice computational thinking. The students wil p
ile . . 3 |
. \,al‘"_:l;lm.n and ‘_l‘h“g Python programs 10 demonstrate the usage ol
* Fun ( ¢s. conditionals and control structures
ctions (both recursive and iterative)

* basic ¢ \ ‘
s Aa types as well as compound data structures such as strings, lists, sets, tuples,
Ject-oriented programming

ccted Lo write,

dictionaries

Installi .
l’\'l;:\lrll"'lg Python and Setting up the Environment
J nterpreter can be downloaded for Windows/Linux platform using the link below:

hups: /Wy
ST A\ 1 H
AN lhOl].Or /dO\Vl'IIO(ld.\":’WlndOWS/

Exercises

'. Pron
grams (o demonstrate the usage of operators and conditional statenients

]j Write a Program that takes two integers as command line arguments and prints the sum of two integers. 2. Program to
f:lspla_\' the information: Your name, Full Address, Mobile Number, College Name, Course Subjects

3. Program 1o find the largest number among *n’ given numbers.

4. Program that reads (he URL of a website as input and displays contents of a webpage.

I1. Programs to demonstrate usage of control structures

S. Program to find the sum of all prime numbers between 1 and 1000.

6. Program that reads set of integers and displays first and second largest numbers,
7. Program to print the sum of first *n’ natural numbers.

8. Program to find the product of two matrices.

9. Program to find the roots of a quadratic equation

1. Programs to demonstrate the usage of Functions and Recursion

10. Write both recursive and non-recursive functions for the following:
a. To find GCD of two integers
b. To find the factorial of positive integer
¢. To print Fibonacci sequence up to given number ‘n’
d. To convert decimal number to Binary equivalent
11. Program with a function that accepts two arguments: a list and a number *n’*. Tt should display all the numbers in the list
that are greater than the given number ‘n’. iy )
12. Program with a function to find how many numbers are divisible by 2, 3,4,5.6 and 7 between 1 to 1000
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UNT :RABAD
HINDIE MAHAVIDVALAYA, NALLAKUNTA, HYDERA
(AUTONOMOLUS)

B.Se. (Data Scienee) = 1 VEAR SEMESTER- 1

AECC-IL: Fundamentals of Computers
new.oy Credity-2 Marks - 50
Objectiv ey

- To deal with e basic concepts of computers,

. . hitecture.
. 10 discuss about (he computer hardware, its components and basic computer arc

. Tn Smdcrslaml the basic computer logic gates concept.

s 2o introduce the software development process.

1A}
concept of system hardware,

‘ad 0D =

N oda

. To ntroduce the basje

Outcomes:

Students should b.
- ldentify
- Underst
. Underst
. Underst

¢ able 10

the components of a computer and their functions.
and the concept of networking, LAN, Internet, and working of www.

and the notion of prohlem-sol\'ing using computer by programming
and the notion of computer software process and its features.

e ot

Unit-1
Introduction 10 Computers: w

Classifications of Computers,
Devices: Input dev

hat is a computer, characteristics of Computers, Generations of Computers,

Basic Computer organization, Applications of Computers. Input and Oul)pul -
ices, Output devices, Softcopy devices, hard copy devices. Computer Memory and Processors:
Introduction, Memory Hierarchy, Processor, Registers, Cache memory, primary memory, sccondary storage
devices, magnetic

tapes, floppy disks, hard disks, optical drives, USB flash drivers, Memory cards, Mass storage
devices, Basic processors architecture.

Unit-11

Number System and Computer Codes: Binary number system, workin

hexadecimal number system, working with fractions, signed number representation in binary form, BCD code, and other
codes. Boolean algebra and logic gates: Boolean algebra, Venn diagrams, representation of Boolean functions, logic gates,
logic diagrams and Boolean expressions using kamaugh map. Computer Software: Introduction to computer software,
classification of computer software, system software, application software, firmware, middleware, acquiring computer
software, design and implementation of correct, efficient and maintainable programs,

g with binary numbers, octal number system,

Text Book:

Reema Thareja, Fundamentals of Computers.

References:

1. V.Rajaraman, 6th Edition Fundamentals of Computers, Necharika Adabala,
2. Anita Goel, Compuler Fundamentals,
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UNT 'DE )]
HINDI MAHAVIDYALAYA, NALLAKUNTA, 11 DERABA
(AUTONONMOUS)

B.5c. (Data Scienee) = FYEAR SEMESTER-TI

Practical- 11 Data Base Management Systems (DBMS) (1ab)

' - S
HPw. 2p Credits- | Marks - 50

N\‘l\"
droer . . . . , - 1 fai “ice and execute.
* Programs ot all the Concepts from Textbook including exercises must be practice 8

| SLleps cessary.
ith compi eployment sleps are necess
* In the exteral lab examination student has to exceute two programs with compilation and deploy

* Lxtemal Vice-Voce is compulsory.

a library system of 2 University

1. Create ; ' . " " : mputerize
a database having two tables with the specified fields, to comp Date, Price), IssuedBooks

College. Library Books (Accession number, Title, Author, Department, Purchase
(Accession number, Borrower)

a) Identify primary and foreign keys. Create the tables and insert at least 5 records in each table.

b) Delete the record of book titled “Database System Concepts”.

¢) Change the Department of the book titled “Discrete Maths” to “CS”.

d) List all books that belong to “CS” department.

¢) List all books that belony to “CS” department and are written by author “Navathe™.

0 List all computer (Department="CS") that have been issued.

) List all books which have a price less than 500 or purchased between “01/01/1999" and “01/01/2004™".

2. Create a database having three tables to store the details of students of Computer Department in your college.
Personal information about Student (College roll number, Name of student, Date of birth, Address, Marks(rounded
off to whole number) in percentage at 10 + 2, Phone number) Paper Details (Paper code, Name of the Paper)
Student’s Academic and Attendance details (College roll number, Paper Code, Attendance, Marks in home
examination).

a) Identify primary and foreign keys. Creale the tables and insert at lcast 5 records in each table.

b) Design a query that will return the records {from the second table) along with the name of student from the first table,
related to students who have more than 75% attendance and more than 60% marks in paper2.

¢) List all students who live in “Warangal” and have marks greater than 60 in paperl.
d) Find the (otal atiendance and total marks obtained by each student.

¢) List the name of student who has got the highest marks in paper2.
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. . e (Cus mail, Nnme, Phone,
L Create the following tables and answer the queries given helow: ( mlt'unu (.( I;tl\lll(:;lt‘l(Mudt'lNi). Manufacturer,
RN”"""” Bicycele (BicyclelD, DatePurchased, Cotor, CostI, AMadelNo) Bicyele

ST Service (Starthate, ey clelD, EndDate)

p . . «cords in cach table.
M ldenuity Prmary and foreren keys. Create the tables and insert uf least S tecord !

M) s ncturer “Honda™,

all the customers who have the bicyeles manufactured by manul
€ Listthe beyeles purchased by the customers who have been referred by Customer “CIm.

D st e manufacturer of red colored bicyeles.

) Last the models of the bicycles given for service,

ries given below. Employce

NS : : X answer the que .
4. Create the following tables, enter at least § records in cach table and answer the q (Company_Name, City)

(Person_Name, Street City ) Works (Person_Name, Company_Name, Salary) Company
Manages (Person_Name, Manager_Name)

a) Identify pnmary and foreign keys.
b) Alter table employee, add a column “‘email” of type varchar (20).
©) F'ind the name of all managers who work for both Samba Bank and NCB Bank.

“ nk™ and camn
d) Find the names, street address and cities of residence and salary of all employees who work for **Samba Ba

more than $10,000.

¢) Find the names of all employees who live in the same city as the company for which they work.
0) Find the highest salary, lowes salary and average salary paid by cach company.

2) Find the sum of salary and number of employees in each company.

h) Find the name of the company that pays highest salary.

5. Create the following tables, cnter at least S records in each table and answer the queries given below. Suppliers
(SNo, Sname, Status, SCity) Parts (PNo, Pname, Colour, Weight, City) Project (JNo, Jname,Jcity) Shipment (Sno,
Pno, Jno, Qunatity)

a) Identify primary and foreign keys.

b) Get supplier numbers for suppliers in Paris with status>20.

¢) Get suppliers details for suppliers who supply part P2. Display the supplier list in increasing order of supplier numbers.
d) Get suppliers names for supplicrs who do not supply part P2.

¢) For cach shipment get full shipment details, including total shipment weights.

f) Get all the shipments where the quantity is in the range 300 to 750 inclusive.

g) Get part nos. for parts that either weigh more than 16 pounds or are supplied by suppliers S2, or both.
h) Get the names of cities that store more than five red parts.

i) Get full details of parts supplied by a supplier in Hyderabad.

j) Get part numbers for part supplied by a supplier in Warangal o a project in Chennai.

k) Gel the total number of project supplied by a supplier (say, S1).

1) Get the total quantity ol a part (say, P1) supplied by a supplier (say, S1),

6. Write a PL/SQL Program to demonstrate Procedure,
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7. Write a PL/SQL Program to demonstrate Function.

8 Write 5 PL/SQL, program to Handle Exceptions.

9. Write a PL/SQI, Program (o perform a set of DML Operations
10. Create a View using PL/SQL program.

1T, Wrige » PL/SQL. Program on Statement Level Trigger-

12. Write a PL/SQL. Program on Row Level Trigger.
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Unit - v

W orking with Data Series and Frames: Pandas Data Structures, Reshaping Data. Ilm.ulling
Mi“ing Data, Combining Data, Ordering and Describing Data, Transforming Data, Tamung
Pandas File 110 [Reference | (Chapter 6-Unit 31 to Unit 37)]

Ploning: Basic Plotting with PyPlot. Getting to Know Other Plot Types. Maslering
Embellishments, Plotting with Pandas [Reference 1 (Chapter8-Unit 41 10 Unit 44)]

Re ferences:

1. Data Science Essentials in Python: Collect, Organize, Explore, Predict, Value. Dmitry
Zinoriev, The Pragmatic Programmers L1.C, 2016

2. Introduction 1o Python Programming. Gowrishankar S., Veena A. CRC Press, Talor &
Francis Group, 2019

Suggested Reading

3. Python for Everybody: Exploring Data Using Python 3. Charles R Severance, 2016
4. Python Data Analytics — Data Analysis and Science using Pandas, matplotlib and the
Python Programming Language. I'abio Nelli, Apress, 2015

5. Website Scraping with Python. Using BeautifulSoup and Scrapy. GaborLaszl6Hajba,
Apress, 2018

6. Machine Leaming with Python Cookbook:.Practical Solutions from Preprocessing (o
Deep Leaming. Chris Albon, O'Reilly 2018
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‘[INTA. HYDERABAD
HINDI MAHAVIDYALAYA, N/\l,l,./\I\UNlA. i
(,\ll'l‘()NOMOU!s)

e N ‘w---‘:{_\,
B.Sc. (Data Science) — 111 YEAR SEMESTEI
Paper-V (B): NoSQL. Data Bases

. + 30

Marks =70+

HPW- 4T42p Credits — 4

Objective: SQL databascs, along with an
The main objective of this course is (0 cover core concepls OfN(f) ily, and graph databascs
eXample database for each of the key-value, document, column famuly,

Outcomes;

At the end of the course the student will be able to ..

* Understand the necd for NoSQL databases and their characteristics
* Understand the concepts of NoSQL databases

* Implement the concepts of NoSQL databases using four example da
value databases, MongoDB for document databases, Cassandra for co
Neod] for graph databases.

tabases: Redis for key-
lumnfamily databases, and

Unit-1 .

Why NoSQL: The Value of Relational Databases, Impedance Mismatch, Application and
Integration Databases, Attack of the Clusters, The Emergence of NOSQL,A geregate Dala‘
Models: Aggregatcs, Column-Family Stores, Summarizing AggregateOriented Databascs
More Details on Data Models: Relationships, Graph Databases, Schemaless Databases,
Materialized Views, Modeling for Data Access

Unit-11

Distribution Models: Single Server, Sharding, Master-Slave Replication, Peer-to-Peer
Replication, Combining Sharding and Replication Consistency: Update Consistency, Read
Consistency, Relaxing Consistency, Relaxing Durability, Quorums Version Stamps: Business
and System Transactions, Version Stamps on Multiple Nodes Map-Reduce: Basic Map-Reduce,
Partitioning and Combining, Composing Map-Reduce Calculations.

Unit-I11
Key-Value Databases: What Is a Key-Value Store, Key-Value Store Features, Suitable Use

Cases, When Not to Use Document Databases: What Is a Document Database, Features, Suitable
Use Cases, When Not to Use

Unit-1V
Column-Family Stores: What s a Column-Family Data Store, Features, Suitable Use Cases

When Not to Use Graph Databases: What Is a Graph Database, Features, Suitable Use Cases
When Not to Use ’
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HINDI MAHAVIDYALAYA. NALLAKUNTA. HYDERABAD
(I\U'I'O.\'OMOUS)

B.Sc. (Data Science) - HI YEAR SEMESTER- Vi
Practical- VII (A): Big Data (Lab)
JIPw-2p Credits- 1 Marks — 50

Objectives:

« [nstallation and understanding of working of HADOOP
« Understanding of MapReduce program paradigm.

« Writing programs in Python using MapReduce

« Understanding working of Pig, Hive

« Understanding of working of Apache Spark Cluster

I. Setting up and Installing Hadoop in its two operaing modes:
+ Pscudo distributed,
* Fully distributed.

2. Implementation of the following file management tasks in Hadoop:
» Adding files and directories

* Retrieving files

+ Deleting files

3. Implementation of Word Count Map Reduce program
« Find the number of occurrence of each word appearing in the input file(s)

« Performing a MapReduce Job for word search count (look for specific keywords in a file)

4. Map Reduce Program for Stop word elimination:

« Map Reduce program to eliminate stop words from a large text file.

5. Map Reduce program that mines weather data. Weather sensors collecting data every hour at
many locations across the globe gather large volume of log data, which is a good candidate for
analysis with MapReduce, since it is semi structured and recordoniented.

Data available at: htips:/github.com/tomwhite/hadoopbook/tree/ master/input/nede /all.

» Find average. max and min temperature for each year in NCDC data set?

» Filter the readings ot a set based on value of the measurement, Output the line

of input files associated with a temperature value greater than 30.0 and store it in a separate file

AT T
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HINDI MAHAVIDYALAYA, NALLAKUN'I'A. HYDERABAD
(AUTONOMOUS)
B.Sc. (Data Science) = HI VEAR SEMESTER- \Y
Paper-VII (B): Deep lLenrning
HPW-4T42P Credits —4 Marks — 70 + 30

Objective:
. e . : ol A »p Learning using
The main objective of this course 1s o give a practical 1{1lroduul|()|1 to Deep Leaning using

Keras. It covers the concepts of deep learning and their implementatio

Outcomes:
At the end of the course the student will be able to

1. Understand the basics ol deep leaming

2. Understand the usage of tensors in deep learning

. : n aine.
3. Use Python deep-learning framework Keras, with Tensor-Flow as a backend engin

Unit-1

Introduction: History, Hardware, Data, Algorithms Neural Networks, Data representations for

neural networks, Scalars (0D tensors), Vectors _ )
(1D tensors), Matrices (2D lensors), 3D tensors and highcr-dimcnsnonal tensors, Key attributes,.

Manipulating tensors in Numpy,The notion of data batches, Real-world cxamples of data tensors,
Vector data, Timeseries data or sequence data, I[mage data, Video data

Unit-1I
Tensor operations: Element-wise operations, Broadcasting,
Geometric interpretation of tensor operations, A geometric i1

Tensor dot,. Tensor reshaping,
rterpretation of deep leaming,

Unit-111
Gradient-based optimization, Derivative of a tensor operation, Stochastic gradient descent,.

Chaining derivatives: the Backpropagation algorithm
Neural networks: Anatomy, Layers, Models, Loss functions and optimizers

Unit-1V
Introduction to Keras, Keras, TensorFlow, Theano, and CNTK Recurrent neural networks: A

recurrent layer in Keras, Understanding the LSTM and GRU layers

Reference:

1. Frangois Chollet. Deep Learning with Python. Manning Publications, 2018

Suggested Reading:

2. Au.rélianéron. Hands on Machine Leaming with SciKit-Leamn, Keras and Tensor Flow
O’Reily, 2019 ' '
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B.Sc. (Datn Science) = 111 YEAR SEMESTER- Ay
Peactical- VI (B): Deep Lenrning (Lab)

HPW- 2P Credits- 1 Marks — 50

Objectives:
The main objective of this lab is (o develop deep learning models using Keras
Deep Leaming Tools

Students are expected to leam Keras deep-leaming framework (https:/keras.io), which is

. e
ave access to a UNIX machine; though it’s

open source and free to download. They should h
ecent NVIDIA GPU

possible to use Windows, too. It is also recommended that they workonar

Exercises:

Note: The exercises should following Keras workflow consisting of four steps

1. Define your training data: input tensors and target tcnsors

2. Define a network of layers (or model ) that maps your inputs to your targets

3. Configure the leaming process by choosing a loss function, an optimizer, and some
melrics o monitor

4. 1terate on your training data by calling the fit() method of your model

Exercise 1:

Datasel:
IMDB dataset, a set of 50,000 highly polarized reviews from the Internet Movie Database.

They re split into 25,000 reviews for training and 25,000 reviews for testing, each set
consisting of 50% negative and 50% positive reviews. the IMDB dataset comes packaged

with Keras
Binary Classification Task:
Build a network to classify movic reviews as positive or negative, based on the text content

of the reviews.
Exercise 2:

Dataset:
Reuters dataset. a sel of short newswires and their topics, published by Reuters in 1986. It’s a

simple, widely used toy dataset for text classification. There are 46 different topics; some
topics are more represented (han others, but each topic has at least 10 examples in ;l1c training
set. Reuters datasel comes packaged as part of Keras. ‘ ¢
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sive topics. LEach data

Single-label Multi class Classification Task:
The problem is more

lz“_‘ld a network to classify Reuters newswires in
pont ._should be classified into only one calegory
specilically an instance of single-label, multiclass cl

(0 46 mutually exclu
(in this casce, (opic).-
assification.

Exercise 3:

ference from the tWo previous

lit between 404 training samples and
he crime rate) has a
alues between 0 and 1

Dataset:
I'he Boston Housing Price dataset has an interesting dif
ints: only 500, sp

examples. It has relatively few data pot
lQ%lcsl samples. And cach feature in the input data (for example, t
different scale. For instance, some values arc proponions, which take v
others take values between 1 and 12, others between 0 and 100, and so on.

Regression Task:
The two previous examples were classification prob

single discrete label of an input data point. Another common
problem is regression, which consists of predicting
Iat?cl. You'll attempt to predict the median price ofh
mid-1970s, given data points about the suburb at the time, su

property tax rate, and so on.

lems, where the goal was to predict a
type of machine-learning
a continuous value instead of a discretc

omes in a given Boston suburb in the
ch as the crime rate, the local

3. More exercises can be defined on similar lines.
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HIADE MATAVIDY ALAYA, NALLAKUNI
(AUTONONOUS)

B.S¢ Data Selence- I Year's

' 7
Semester = 1o VI-Paper = 1to VI

Theory Model Question Paper

Lime: 24 has

SECTION A

1 Write short notes on any Six of the following:

1. A question from Unit |
2 A question from Unitl
3 A question from Unitll
4 A question from Unit 11
3. A question from Unit [

A question from Unit 111
A question from Unit 1V
A question from Unit IV

7 MNP

SECTION B

13 marks

9 (a) A question from Unit [
(OR)
(b) A question from Unit1
10 (a) A question from Unit I1
(OR)
(b) A question from Unit Il .
11 (a) A question from Unil 111
(OR)
(b) A question from Unil 111

12 (a)A question from Unit AY
(OR)
(b) A question from Unit IV.

University Nominee Members

_\B ’ rdﬂofStudies in °SE (A)
i 'Qrpputer Science & Engg.
Ut Engg., 0.U. Hyderabad.

e

A HYDERABAD

Max. Marks: 70

6 X 3 =18 Marks

4 X 13 =52 Marks

"PRINCIPAL
HINDI '\'i3 A VIDYALAY "
(AUTONOMOUS)
'G\rﬁs, Commerce & Sciciice

-44,
PROI-‘Esgoa;{(unta' Hyderabad-4

1
ter Science & Engineering
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HINDEMAHAVIDYALAYVA, NALLAKUNTA, NYDERABAD

(,\l"l'()N()hi()l’S)

B.Se. Data Science- I Year’s

Semester = | to VI-Paper = 1o VI

Practical Model Question Paper

Time:2 hry Max. Marks: 50

. Answer any two questions:
1.programl.
2. program 2
3.program 3
4 program 4

Program exccution (30 Marks)

Il. Record (10 Marks)

I11. Viva (10 Marks)
Chairperson University Nominee Members PrinpiRgNCIPAL

( iV orS A HlN?Am%HNAo\a%\{JASL)A:
' af Compu el v i
DepanmentMahavidyaiayaE %D) . PNV Arts, Commerce & Scienc

Hyderabad-‘h-

Hindl
& NAAC REACCRE Nallakunta
Nallakunta, Hyderd HAIRMAN PROFESSOR
Board of Studies inSE Deparlment of Computer Science & Engineering
Dept, of Computer Sci ' (A) 2. University College of Engineering (A)
College OfEnp ero clence & Engg, - Osmania University ?
88 0.U. Hyderabad, Hyderabad-500 007.
3.

o
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HINDI MAHAVIDYALAYA, NALI
(l\l"l'()N().\l()l’S)

B.Sc. Data Science- 111 Year

 oeenre — GE
Semester =V -Paper Gl

TH )
Theory Model Question Paper

Time: 2 2 hrs
SECTION A
1 Write short notes on any Six of the following:
A question [rom Unit 1
A question from Unit 1
A question from Unit 1
A question from Unit II
A question from Unit [1l
A question from Unit 11l
A question from Unit I
A question from Unit (1

2 N B W —

SECTION B
II Answer all the Questions. Each question carries 13 marks

9 (a) A question from Unit |
(OR)
(b) A question from Unit
10 (a) A question from Unit IT
(OR)
(b) A question from UnitII.
11 (a) A question from Unit T11.
(OR)
(b) A question from Unit 111

12 (a)A question from Unit 1
(OR)
(b) A question from Unit 11

LAKUNTA, HYDER

ABAD

Max. Marks: 70

6x3=18 Marks

4 X 13 =52 Marks

0
e

Chairperson University Nominee Members Hl] {F
D f¢Camputer S V. NIt?AUTAHA VIDYAL/ .
epa .
P Hind 1M¢ﬁavidya\aya% PROFESSOR  Arts, Co ONOMOUS)
(AUTONOMOUS & NAAC REACCREDTED) Depagiment of Computer Science & Engipg/ly mmerce & Scienc
Natlakunta. Hyderabad-44. CHAIRMAN University Cellege of Engineering (A) akunta Hvderabad-4.
X 3 Osmania University

Board of Studiesin "SE (A) =~ Hyéerabac-500 007,

Dept. of Computer Science & Engg. -
College Of Engg., 0.U. Hyderabad.
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B.Sc. Data Science- 11 Yenr

Semester = ¥ -Paper = .L

INTERNAL EXAM (THEOR Y)

Maximum marks: 30

Time: 172 Hr.

end) of one- hour duration are

i c he
Iwo internal exams (one at the middle of the semester and the other atl

to be conducted carrying 20 marks each.
Average of the scores of two exams should be considered.

Following is the examination pattern.

s 20 MCQs (multiple choice questions) of 1 mark each, 20%1=20M
e 5 Marks will be allotted for seminar SM
o 5 Marks will be allotted for Assignment 5M
Total Internal Assessment Marks 30 Marks
Chairperson University Nominee Members HI?\]-DI :I—I;IE{/II)S‘}:M Ny
'. I. /
Dy ‘ (AUTONOMOUS
er S¢l
DepaﬂmQ?[SLof %gwg;‘;laya A ;’Q%L_‘___'_ Arts, Commerce & Scicnce
Hind! Maho EDITE : Nallakunta, Hyderabad-44
& NAAC REACCR PRO®: » Hy
(AUTONOMO\iSnw Hydorabad-44. CHAIRMAN Departmemo,ckm‘ ESSOR
Nallokunid, Board of Studies in "SE (A) University C"()f};zu:er Science & Engingerins
Dept. of Computer Science & Engga; OSman,%e L?;iEngipeen'ng A
Cullege Of Engg., 0.U. Hyderabad. Hyderabad.so‘g’%'?y

QU U PYPUIVNVW O O U WLV EPEULO Voo Eeeoe 60 ¢

& Scanned with OKEN Scanner

—_—



cece e e <&

HINDI MAHAVIDYALAYA, NALLAKUNTA, HYDERABAD

Boa e . University Colleae
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Bept. of Com :
puter Science & E : Huderahad
College Of Engg., 0.1, Hyderatl)]agdg.‘ o
3.

(AUTONOMOUS)
Department of Computer Science & Applications
— Panel of Examiners I —
SNO NAMLE PHONE
. o
1 Smt B. l.{am:mi N 0441214888
Asst. prof . Dept. of Computer Science
' \’ AMS .0.U Campus,Hyderabad —
Smt G. Apama
9 2 Asst.prof .Dept of Computer Science 9440137700
AMS, 0.U Campus,ll_vdcmbad I
“ SmitN.Veena
3 Asst.prof .Dept of Computer Science 9849743764
“ Nizam college ,llydcrabnd —
Sri. Avinash Pal Lidlaan
~ 4 Asst.prof. Dept of Computer Science 8790077978
' Indira Priyadarshini women govt degree college, [yderabad
\° SmtVijithamalini
5 Asst.prof .Dept of Computer Science 9000323206
-~ ’ Reddy College, Narayauguda,Hydcmbad ]
SmiBhaskar Rao
\Q 6 Asst.prof .Dept of Computer Science 9885639321
AV college, Domalguda,Hyderabad
Sri N Bhaskar
-», 7 Asst.prof .Dept of Computer Science 9347983943
Bhavan College, Hyderabad
- ’ Ms Salma
8 Asst.prof .Dept of Computer Science 8712960031
" ' RBVRR College for women, Hyderabad
Ms.Vijitha
' o 9 Asst.prof .Dept of Computer Science 9640508855
Keshav memorial ,Narayanguda, IHyderabad
: ’ Ms. Kavitha
10 Asst.prof .Dept of Computer Science 9393003871 )
, St Francis College for Women,Hyderabad )(\CIP .
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